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Abstract

In this paper, we introduce the concept of “interpersonal maps”. They realize a representation of one’s
own body to include the body of one’s peers. In cases of strong couplings between agents, a “we-
centric” space can emerge in which the agent’s body structure can be directly mapped onto the structure
of an observed body. Based on a set of robotic experiments, we argue that this unified representation
can help to elucidate both the formation of a body schema and the body correspondence problem.

1 Introduction

The establishment of the self-other identity is a cru-
cial milestone towards the development of more so-
phisticated forms of social interaction. It serves
as a basis for developing intentional understanding,
joint attention and imitative capabilities. Matching
and discriminating between oneself and others results
certainly from the interplay of several developmen-
tal dynamics. In this paper, we focus on a subset
of this complex issue by considering the links be-
tween the formation of the body schema and the body
correspondence problem (Nehaniv and Dautenhahn
(2002)). We introduce the concept of “interpersonal
maps”, realizing a representation of one’s own body
as well as the body of peers.

This idea is related to several existing concepts.
To account for early imitation, Meltzoff and Moore
argue for the existence of an intermodal mapping
establishing equivalence relations between different
modalities such as vision or motor actions (Meltzoff
and Gopnick (1993); Moore and Corkum (1994)).
Such a model suggests that both perceived and ob-
served behaviour could be represented in a shared
neural format. Similarly, Gallese has argued that
since the beginning of our life we inhabit a shared
multidimensional interpersonal space. When we ob-
serve other individuals, “a meaningful embodied in-
terpersonal link is established”. Gallese refers to
this form of intersubjectivity as the shared manifold
space. Furthermore, his theory predicts the existence
of “somatosensory mirror neurons” giving the capac-
ity to map different body locations during the obser-
vation of the bodies of others (Gallese (2004)).

However, few models try to give a precise ac-

count on how such interpersonal or intermodal map-
pings could be developed. We believe that research
in developmental robotics can play a relevant role to
progress in understanding the development of such
mappings. Designing algorithms addressing the body
correspondence problem and the constitution of the
body schema is one of the major challenges of this
domain (Kaplan and Hafner (2004)). These is-
sues have been investigated in separate manners (e.g.
Yoshikawa et al. (2002, 2004) for the body scheme
and Nehaniv and Dautenhahn (2002) for approaches
of the correspondence problem). Our model results in
a preliminary investigation in trying to address both
problems in a unified framework.

2 Maps Based on Information
Distances

2.1 Definition

Our approach takes inspiration from research car-
ried out by Olsson et al. (2004) concerning the use
of information distances between sensors. This re-
search shows that maps can be built as metric pro-
jections showing informational relationships between
sensors. It is based on the methods by Pierce and
Kuipers (1997) on map learning. In such maps, sen-
sors that are informationally related are close to each
other. A related approach was investigated by Ku-
niyoshi et al. (2004). They argued that such infor-
mation maps could appropriately be related to “so-
matosensory maps” such as the ones known to exist
in the cortex (Penfield and Rasmussen (1950)).

Such a map can be built in the following way:



Computation of the information distance matrix
Let us assume that the robot RX is equipped with n

sensors (proprioceptive and distance sensors). At any
time t its sensory state can be captured by the vector
X(t)

X(t) = (X1(t), X2(t), . . . , Xn(t)) (1)

For any sensor Xi the entropy H(Xi) can be cal-
culated as

H(Xi) = −
∑

xi

p(xi) log
2
p(xi)

where p(xi) is the probability mass function over
all possible discretised values xi. To calculate it, the
histogram of Xi has to be calculated with a careful
choice of the number of bins (see Schreiber (2000)).

The conditional entropy for two sensors Xi and Xj

can be calculate as

H(Xj |Xi) = −
∑

xi

∑

xj

p(xi, xj) log
2
p(xj |xi)

where p(xj |xi) = p(xj , xi)/p(xi).

We chose to use

d(Xj , Xi) = H(Xi|Xj) + H(Xj |Xi)

as the distance used in the distance matrix since it has
several advantages compared to the mutual informa-
tion (Crutchfield (1990)). d is a metric for the space
of information sources. This means that it has the
three properties of symmetry, equivalence and trian-
gle inequality.

• d(X, Y ) = d(Y, X) follows directly from the
symmetry of the definition

• d(X, Y ) = 0 if and only if X and Y are
recoding-equivalent (in the sense defined by
Crutchfield Crutchfield (1990)).

• d(X, Z) ≤ d(X, Y ) + d(Y, Z)

Two-dimensional metric projection
A two-dimensional projection is ideal for vi-

sualisation of the data. In order to create a
two-dimensional body map from the sensor data, we
apply a relaxation algorithm. The algorithm is an
iterative procedure of positioning the sensors in a
two-dimensional space in such a way that the metric
distance between two sensors in this map is as close
as possible1 to the distance in the n-dimensional

1a perfect mapping given the n×n information distance matrix
is possible in an (n − 1)-dimensional space.

information space.

Different algorithms have been suggested (Hafner
(2000); Duckett et al. (2002); Pierce (1995))
which convert an n-dimensional input into an m-
dimensional map (m < n). Here, the algorithm
of Pierce (1995) is used since it does not require
any information about the relative orientation of
connections between sensor nodes.

The algorithm used in this paper consists of an
iteration of two simple steps:

First, each sensor Xi is randomly assigned to a
point pi on a two-dimensional plane.

1. The force fi on each point pi is computed as:

fi =
∑

fij

where

fij = (||pi−pj||−d(Xi, Xj))(pj−pi)/||pj−pi||

2. Each point pi is moved according to the force
fi:

pi = pi + ηfi

where η = 1/n.

The advantage of using the relaxation algorithm is
that it only requires the distances, and not the actual
positions, which are not available in our case. A Ko-
honen self-organising map would therefore not be ap-
plicable on this data (Kohonen (2001)).

2.2 Example

Sensory data have been collected from an AIBO
robot performing a slow walk while moving its head
continuously from side to side. The recorded sensors
are:

1-3 distance sensors
4-6 head (proprioceptive sensors)
7-9 right front leg

10-12 right hind leg
13-15 left front leg
16-18 left hind leg

During the walk, 1000 sensor values have been col-
lected for each of these 18 sensors. Figure 1 shows
an example of the development of the distance ma-
trices and the maps using the sensor measurements
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Figure 1: Development of distance matrices and corresponding body maps over time. Left: 10 measurements,
centre: 100 measurements, right: 1000 measurements. The values in the matrices range from zero (dark blue) to
high (red). In the body map on the right, the mapping from the sensors to the position of the sensors on the robot’s
body is already clearly visible.

of the AIBO robot after 10, 100 and 1000 steps. The
18×18 information distance matrix D is symmetrical
with zeros in the diagonal, since d(Xi, Xi) = 0 and
d(Xi, Xj) = d(Xj , Xi).

In the map of figure 1 right, the arrangement of the
sensors in the body map already corresponds roughly
to the sensor distribution on the body of the robot.
Distance and head sensors are arranged in the upper
right half of the map, the knee joints of all four legs on
the lower right of the map and all other leg sensors on
the left side. The exact map depends on the random
initial conditions which are different for each run of
the relaxation algorithm, but the maps have compara-
ble structures.

The particular emergent organisation of the map
results from the body structure of the robot as well
as from the behavioural patterns it conducts in a par-
ticular environment. In that sense, such maps can be
interpreted as a body image.

3 Interpersonal Maps

3.1 Definition

The concept of a map can be extended to include not
only internal proprioceptive sensors but also exter-
nal sensors such as visual information. This permits

to relate in the same format information about the
robot’s own body with information about other robots
perceived through sensors. Let us define the state of
the robot RY by a vector of size m:

Y (t) = (Y1(t), Y2(t), . . . , Ym(t)) (2)

A possible formalisation of this situation can be
obtained by supposing that the behaviour of the other
robot RY is perceived through k new sensors in addi-
tion to the ones dedicated to proprioception. The new
vector X(t) of size n + k can be expressed as below,
where g is a potentially complex function linking the
state of RY (dimension m) to the perceived state of
RX (dimension k).

X(t) = (X1(t), . . . , Xn(t), g1(Y (t)), . . . , gk(Y (t)))
(3)

In such conditions, a map can be built using the
same method as the one described in the previous
section. In general, the sensors corresponding to the
perceived state of RY will not be correlated with the
activity of RX , but they should show separated intra-
correlated patterns. In such a case, the body schemas
of RX and RY should appear as two distinct clus-
ters in the maps. However in some cases, some in-
tercorrelations could be found between the two sets



of sensors. This could be in particular the case when
the two robots interact in a closely coupled manner,
for instance during a direct imitation task. Such maps
can be seen as conceptual signatures for the body cor-
respondence problem. We will now show examples
of these two situations.

For the sake of simplicity, we assume in the follow-
ing examples that g offers a linear mapping linking
the sensory states of the observed robot to the states
perceived by the observing robot. We will discuss this
assumption in the next section.

3.2 Example 1: No Intercorrelation

In this example, we used the sensors recorded from
the walking robot together with the sensors of another
robot it could have observed. The other robot was
sitting and stretching its legs and neck. Altogether,
this results in a recording of 36 sensors during 1000
time steps.

Since there is no interaction between the two
robots, the two sensor groups are not directly corre-
lated. This results in a higher information distance on
average between two sensors of the same robot than
between two sensors of different robots. The inter-
personal body map in figure 2 therefore shows two
clusters. The first cluster can be seen on the lower
part of the body map with sensor indices from 1 to 18
printed in black, the second cluster can be seen above
the first one with sensor indices from 19 to 36 printed
in red. The body schemas within the two clusters are
more distorted than the one in figure 1 right due to
the interplay of the sensors, but a concentration of the
head and distance sensors towards the centre of the
map is still visible.

3.3 Example 2: Intercorrelation

This example studies the sensory information of one
robot imitating the behaviour of the other. In this
case, the robots were walking. The experiment has
been performed with imitation with a time delay of
10 recordings which corresponds to about half a sec-
ond (figure 3). In this case, the interpersonal body
map does not show two clusters anymore but shows a
mapping between sensors of a similar type. Sensors
with indices i and i + 18 are very close to each other
on the body map and are plotted in the same colour
(e.g. X1 and X19 on the upper right side).

4 Discussion

Our model makes a series of assumptions that can be
discussed. The first one is to separate sensors related
to proprioception with sensors related to external per-
ception. In practice, such a clear distinction cannot
be obtained. Our embodied perception merges both
internal and external stimuli without a priori discrimi-
nation. However, presenting the model this way helps
clarifying the mechanism we describe.

More importantly, we assume that RX ’s percep-
tion of the behaviour of robot RY can be modelled
using a function g mapping the state of RY to RX ’s
perceptual state. This is a reasonable assumption in
the sense that in some way or another the observa-
tion of the behaviour of RY can be related to its in-
ternal state. The fact that relevant information about
RY ’s state can be reconstructed after this function has
been applied is potentially more questionable. In our
context, what counts is that some intercorrelation be-
tween Y and X can still be discovered. For instance
if g is a linear transformation, such kind of informa-
tion will be entirely conserved.

But it is likely that g is a much more complex
function. Even in that case intercorrelations could
potentially be discovered in several circumstances.
One possibility is that RY scaffolds the interaction to
make its perceived behaviour more tuned to its own
internal state. It has been well studied that adults
adapt to children in order to make their overt be-
haviour more easily analysed (Schaffer (1977); Kaye
(1982)).

Another possibility is that the biases of g are eval-
uated by a separated mechanism. More generally, the
progressive awareness of self and others is likely to
be linked with several other developmental processes.
Other embodied developmental models suggest for
instance that discrimination based on levels of pre-
dictability could play a key role in development of
the animate/inanimate distinction and the self/other
discrimination (Kaplan and Oudeyer (2005)).

5 Conclusion

Interpersonal maps may offer a possible unified
framework accounting for the structure of the agent’s
body schema as well as a representation of the ob-
served behaviour of another agent. In cases of strong
couplings between agents, a “we-centric” space can
emerge in which the agent’s body structure can be
directly mapped onto the structure of an observed
body. We strongly believe that the dynamics respon-
sible for self-other distinction are tightly related with
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Figure 2: Information distance matrix and interpersonal body map for a robot observing another robot behaving
independently.

the ones accounting for the construction of the body
schema and that both processes must be studied to-
gether. Our future research in developmental robotics
will investigate further the conditions for the emer-
gence of this interpersonal space and the possible us-
age of this information representation in the larger
context of robotic control architecture. We also wish
to address more precisely the relevance of this mech-
anism for the development of the self-other match-
ing and discrimination as observed during children’s
early development.
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